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Building the engines of a Smarter Planet:

Robust backup. Rapid recovery. 
Reliable return on your investment.
As the engines of a smarter planet, midsize businesses are busy fueling innovation and a global economy. And with so much 
information flowing across their organizations, the implications of lost data can be tremendous. They need a dynamic infrastructure 
that provides smarter ways to help protect and quickly recover data when anything goes wrong, no matter the cause. And they 
need a reliable, cost-effective solution. The IBM® Comprehensive Data Protection Solution Express™ can help protect your company 
from loss of data by providing automated backup and near-instant recovery. In other words, every time you make a change, it 
makes a backup—which helps to shorten backup gaps from days to minutes. Here’s how to get started:

1 Actual savings and costs will vary depending on individual customer confi gurations and environment. IBM Global Financing offerings are provided through IBM Credit LLC in the United States and other IBM subsidiaries and divisions 
worldwide to qualifi ed commercial and government customers. Rates are based on a customer’s credit rating, fi nancing terms, offering type, equipment type and options, and may vary by country. Other restrictions may apply. Rates and 
offerings are subject to change, extension or withdrawal without notice. IBM, the IBM logo, ibm.com, Smarter Planet and the planet icon are trademarks of International Business Machines Corp., registered in many jurisdictions worldwide. 
Other product and service names might be trademarks of IBM or other companies. A current list of IBM trademarks is available on the Web at www.ibm.com/legal/copytrade.shtml. © International Business Machines Corporation 2010.

The IBM Express Advantage™ Concierge can connect you to the right IBM 
Business Partner. Call 877-IBM-ACCESS or visit ibm.com/engines/data2

Midsize businesses are the engines of a Smarter Planet.

1Understand where you are. Know your 
business risks and what’s most important to 
you now. Evaluating your current recovery 
processes and prioritizing critical data 
help you see risk exposure and develop a 
backup schedule.

2 Recover data quickly. IBM Tivoli® Storage 
Manager FastBack automatically looks for 
data as it’s created and recovers it when 
needed. Worry less with a backup schedule 
that you define. IBM technologies can recover 
data in just minutes.

3 Protect your assets. IBM System x® 
Express servers pull data and send it to 
the IBM System Storage® DS3200, which 
houses data in a reliable location.

The IBM Comprehensive Data Protection Solution 
Express includes IBM Tivoli Storage Manager 
FastBack, the IBM System x3250 M3 Server and 
the IBM System Storage DS3200 array, priced 
together starting at

$364 

4 See the savings. The data protection solution 
can pay for itself in less than a year by helping 
reduce the risk of revenue loss and the costs 
of manual data backup and recovery. Savings 
are estimated at $15,000 annually.

per month

 

for 48 months1
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e learn and we memorize, but technology keeps advancing. New tools provide bet-
ter ways to accomplish our goals, and we have to adjust. Take driving a car: If you’re 
of a certain age, you may remember learning to pump your brakes on a slick road 
to keep the wheels from locking up and sending you into a skid. But in these days 
of antilock braking systems (ABS), that’s exactly what you’re not supposed to do: 
when you hit an icy patch, the best way to stop is to stand on the brake pedal and 
let the ABS chip handle the rest.

When it comes to DBMSs… well, you can see where this is headed. I don’t 
want to steal any thunder from Sheryl Larsen’s fantastic cover story on how 
keeping your databases up-to-date can bring serious rewards, so go read it now! 
Practically every year, the development teams at IBM release new, more effi-
cient, more effective ways to get the results that you are looking for. Do your 
databases and applications take advantage of those new features? Or are you 
still pumping the brake pedal on a car that has ABS, and paying the price in  
reduced performance?

Beyond Sheryl’s hands-on advice, we have lots of new developments to explore. 
Earlier this year, IBM acquired Guardium, an organization that brings an innova-
tive approach to real-time enterprise database monitoring and protection. In this 
issue, we pull back the curtain on the technical details of the Guardium solution—
it’s a story that you won’t want to miss. 

It’s also turning out to be a very exciting year for Informix. You may have  
already heard the buzz, but skip on over to Stuart Litel’s column for the full scoop. 
Need more Informix? Check out the feature story on preparing Informix for em-
bedded deployments and join Lester Knutsen for Part 2 of his series on architect-
ing data warehouses.

There’s lots more to see in this issue, so I’ll leave you with one last thought: If 
you haven’t started thinking about attending the Information On Demand Global 
Conference this October in Las Vegas, what are you waiting for? From what I’m 
hearing as we plan the next issue, it’s going to be worth the trip.

Thanks for reading,

Cameron Crotty
Editor
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In these days of virtualization, off-the-shelf 

hardware, and flexible infrastructure, 

it can be easy to forget that different 

types of computing jobs place different 

demands on software and hardware. You 

wouldn’t try to edit photographs on a 

netbook, and you’d hardly fire up your fastest 

workstation for a quick e-mail session.

IBM has long been a proponent of deploying 

targeted systems tuned to the task at hand, 

and the company recently advanced that 

argument by announcing a series of systems 

consisting of integrated servers, storage, 

software, and services—all configured and 

tuned to deliver maximum performance for 

specific workloads (see “IBM Smart Analytics 

System family at a glance,” at right). Two 

systems lead the charge: IBM pureScale 

Application System is tuned for transactional 

workloads, while IBM Smart Analytics System 

is optimized for analytic workloads. 

IBM pureScale Application System combines 

IBM POWER7-based servers with WebSphere 

Application Server and DB2 pureScale software 

to handle heavy transactional workloads. The 

pureScale technology provides active-active 

services, creating a cluster-based, shared-

disk architecture where each member has 

direct memory-based access to centralized 

locking and caching services. The pureScale 

Application System is designed to provide 

application transparency and continuous 

availability, and grows with near-linear 

efficiency. As the amount of data increases, 

the system provides an economical and 

efficient approach to scaling capacity—

without forcing organizations to overspend on 

excess hardware and software.  

IBM Smart Analytics System is an 

integrated platform that provides broad 

analytics capabilities on a powerful warehouse 

foundation with IBM servers and storage. 

Deeply integrated and optimized for analytic 

workloads, IBM Smart Analytics System 

provides a single point of support for end-

to-end analytics solutions. Plus, it can be 

deployed quickly: for most configurations, the 

system can be “analytics ready” in days.

IBM integrates hardware, software, and services to maximize performance

Workload-Optimized 
Systems Hit the Mark

	More Information   ibm.com/systems/smarter



Building on the support announced for Oracle database applications last 

year, IBM recently unveiled additional features for DB2 that are designed 

to make it easier for developers to move applications written for Sybase 

Adaptive Server Enterprise (ASE) to DB2. 

The new DB2 SQL Skin for Sybase ASE makes it possible for applica-

tions using Sybase databases, T-SQL stored procedures, error handling, 

data types, and other capabilities unique to Sybase to run on DB2 with 

minimal application changes and without recompiling. In other words, 

DB2 can now behave as Sybase to applications written for Sybase.

The SQL Skin feature enables organizations to take advantage of the 

cost-saving aspects of DB2, like Deep Compression and autonomics, 

to yield savings that can then be invested in strategic initiatives such as 

analytics. Organizations such as BJC HealthCare and Pep Boys are already 

testing the feature to move their industry applications from Sybase ASE to 

DB2 to help reduce IT costs and achieve overall better performance.

This fully integrated capability was jointly developed with ANTs 

Software, an IBM Business Partner and provider of database migration 

solutions. The development began more than two years ago and early 

adopters have participated in a beta program since late 2009.

ibm.com/DMmagazine	  7

IBM Smart Analytics System family at a glance

5600 7600 9600

Core software InfoSphere Warehouse  
Enterprise Edition; Cognos 8 BI  

InfoSphere Warehouse  
Enterprise Edition; Cognos 8 BI  

InfoSphere Warehouse  
Enterprise Edition; Cognos 8 BI  

Analytics options
Query and reporting;  
multidimensional analysis (OLAP);  
data mining; text analytics 

Query and reporting;  
multidimensional analysis (OLAP); 
data mining; text analytics  

Query and reporting;  
multidimensional analysis (OLAP)

Operating system SUSE Enterprise Linux IBM AIX IBM z/OS

Server platform IBM System x3650 M2 IBM POWER 550 IBM System z10 technology

Storage IBM System Storage DS3400;  
Fusion-io solid-state drive (optional) 

IBM System Storage DS5300
IBM System Storage DS8700; 
Intelligence Disk Controller;  
solid-state drive (optional)

Build, deploy, health 
check, and support 
service

Yes Yes Yes

New features provide 
commonly used APIs and 
behaviors

Sybase ASE 12.5  
Compatibility Arrives  
for DB2

IBM recently announced a new suite of editions for Informix 

to deliver greater value to clients and partners. This suite 

includes a new Informix edition that is free to download, 

develop, and deploy, as well as a low-cost, feature-rich new 

edition for Mac OS X and Microsoft Windows environments.

The Informix Innovator-C Edition provides small-to-midsize 

businesses with common database functionality across a  

wide variety of platforms at no cost (redistribution requires a 

separate license). Comprehensive support is available as an 

optional purchase.

The Informix Choice Edition for Mac OS X and Windows is a 

feature-rich edition for developers, solution providers, and ISVs. 

With features such as High-availability Data Replication (HDR), 

Enterprise Replication, and clustering up to two nodes, the 

Choice Edition brings near-enterprise-class database capabilities 

to the midmarket, enabling customers and partners to develop 

solutions easily, quickly, and at low cost.

Read about the new editions of Informix and get links to 

download the free or trial editions at ibm.com/informix.

IBM Informix 
V11.50 Editions: 

More choices,  
greater value

	More Information
	 ibm.com/software/data/db2/linux-unix-windows/

editions-features-sql-sybase.html
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Deploy Predictive Analytics Fast
Business users are clamoring for predictive 

analytics, but providing and supporting fast, 

effective, easy-to-use tools can be a serious 

challenge for data management professionals. 

IBM SPSS Decision Management is new 

software that enables business users to 

quickly build a predictive model within a 

configurable Web browser interface and 

to run simulations and what-if scenarios 

that compare and test the best business 

outcomes before the model is ever deployed.

The software also enhances collaboration 

between business users and professional 

analysts by providing one framework so they 

can work together seamlessly. Business users 

can easily design and build models based on 

their own business scenarios, and their expert 

analysts can validate and refine those models 

to improve results.

Two industry-specific offerings are now 

available, and more are planned for future 

release. The first, IBM SPSS Decision 

Management for Claims, is designed for the 

insurance industry and helps identify 

fraudulent insurance claims, which account 

for approximately US$30 billion in losses a 

year. The insurer can set up processes to 

identify claims that qualify for quick approval, 

as well as those that seem suspicious and 

require follow-up. This means insurers can 

resolve most legitimate claims in a single 

interaction and detect fraudulent cases at  

an earlier stage so that they can be routed  

for investigation.

The second, IBM SPSS Decision 

Management for Customer Interactions, is 

designed for organizations in all industries. It 

helps manage inbound interaction via call 

center, Web, point-of-sale, or e-mail, creating a 

view of the customer that can help a 

salesperson or service representative offer 

personalized recommendations or up-sell/

cross-sell opportunities. For example, if a 

high-value retail banking customer dials the call 

center to complain, the new software may 

predict—based on the customer’s data—that 

the individual is likely to leave. The information 

about the complaint, combined with the 

customer’s history, can then be used to create 

a customized retention offer on the spot.

	more information
	 www.spss.com/software/deployment/decision-management

IBM SPSS Decision Management software provides framework to enhance collaboration

IDUG Unveils New Look and New 
Conference Focus
The International DB2 Users Group (IDUG) is taking several steps to reinforce its identity as the 

premier independent, DB2-focused, user-run organization driven by and for its members and 

volunteers. The first change is a new visual identity that celebrates the volunteers who make the 

group possible.

IDUG has also revisited its event lineup to ensure relevance to the greater DB2 community, and 

has renamed and expanded its upcoming IDUG Europe event to include attendees from more 

non-European countries. Under its new name—IDUG EMEA (www.idug.org/emea)—the event will 

be held November 8–12, in Vienna, Austria, and will enable DB2 users in Europe, Africa, and the 

Middle East to come together as part of the wider community of DB2 users.

From IBM Press

Tomorrow’s intelligent enterprises will bring together far more diverse sources of data, analyze 

it in more powerful ways, and deliver immediate insight to decision makers throughout the 

organization. Today, however, most companies fail to apply the information they already have and 

struggle with the complexity and costs of their existing information environments.

In this book, a team of IBM’s leading information management experts guides you on a 

journey toward becoming an intelligent enterprise.

The authors present an information-centric approach to architecture and powerful new 

models that will benefit any organization. Using these strategies and models, companies can 

systematically unlock the business value of information by delivering actionable, real-time 

information in context to enable better decision making throughout the enterprise—from the shop 

floor to the top floor.

Buy now and get a special 35% discount on the book when using the coupon code IBM5717: 

www.ibmpressbooks.com/bookstore/product.asp?isbn=0137035713

The Art of Enterprise Information Architecture:  
A Systems-Based Approach for Unlocking Business Insight



	more information
	 www.spss.com/software/deployment/decision-management

Managing your complex DB2 environment just became  

easier, thanks to Quest® Management Suite for DB2 LUW.  

It combines all of the functionality you need for DB2 on Linux, 

Unix, and Windows, so you can manage multiple aspects of  

DB2 administration and performance with a single solution.  

Whether it’s administration powered by Toad®, SQL tuning, 

workload analysis and trending or real-time diagnostics,  

you’ve got the tools you need to quickly and easily manage  

and control your day-to-day DB2 activities.
 

Watch the pieces of DB2 management fall into place with Quest.

Read our technical brief, “The Top 10 Things a DBA Should Know 

About Toad® for DB2” at www.quest.com/puzzle 

Quest Management Suite  
Simplifies DB2 Administration 

© 2009 Quest Software, Inc. ALL RIGHTS RESERVED. Quest Software and Quest Management Suite for DB2 are a registered trademark of Quest Software, Inc. in the U.S.A.  

and/or other countries. All other trademarks and registered trademarks are property of their respective owners. ADD_ManageSuiteforDB2_Puzzle_Q1_2010.

Solving the DB2 Management Puzzle is Easy
DATABASE MANAGEMENT

Organizations and the Web are exploding 

with data, and business professionals want 

to analyze that data—both structured and 

unstructured, such as feeds, tweets, videos, 

and images—to gain actionable insight. But 

grappling with this “Big Data” can be an 

overwhelming prospect. To help organizations 

leverage and benefit from these massive 

sources of information, IBM created a new 

portfolio of services and solutions called IBM 

InfoSphere BigInsights.

Powered by Apache Hadoop, an open-

source technology designed for analyzing 

large volumes of data, the BigInsights portfolio 

will help organizations analyze and visualize 

petabyte-sized quantities of data. Consisting of 

specific analytics solutions that can be used by 

business professionals and be easily deployed 

in data center and cloud configurations, 

the portfolio includes the following:

BigInsights Core is designed to help ``
data professionals quickly get started 

with Big Data analytics, including design, 

installation, integration, and monitoring.

BigSheets is designed to help business ``
professionals extract, annotate, and 

visually uncover insights from vast 

amounts of information quickly and 

easily through a Web browser.

Industry-specific solutions for the ``
finance, risk management, and media 

and entertainment sectors assist with 

information analysis on a large scale. 

Performing analytics on massive 

quantities of data enables people to spot 

patterns and uncover insights hidden in the 

information they have stored across their 

organization as well as data available on the 

Web. For example, using the BigInsights 

solutions, a financial analyst could combine 

historical market data trends with historical 

currency fluctuations and current news 

feeds to better predict risk exposure. 

Coming to Grips with Big Data
IBM InfoSphere BigInsights provides tools for analyzing petabyte-class data volumes

	More Information
	 ibm.com/software/data/infosphere/hadoop
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I IUG User View/Stuart Litel

Stuart Litel  

is president of the 

International 

Informix Users 

Group (IIUG; www.iiug.org/president), CTO 

of Kazer Technologies (www.kazer.com), 

an IBM Gold Consultant, member of the 

IBM Data Champion Inaugural 2008 class, 

and recipient of the 2008 IBM Data 

Professional of the Year award. 

Exciting announcements  
unveiled at IOD EMEA 2010

  Big News  
   Informix

Just as I thought, this year is turning out to be 
an exciting one for Informix. The five days I 
spent with other Informix users, partners, 
and IBM employees at the Information On 
Demand (IOD) Europe, Middle East, Africa 
(EMEA) Conference in Rome confirmed it.

IOD EMEA saw the announcement of 
some great news, starting with the most 
important pricing change to the Informix 
product line since IBM purchased the 
product line in 2001—in my opinion, of 
course. Now, a free Informix edition called 
Innovator-C is downloadable; not only 
is it for test and development use, but it 
also can be deployed for production use 
within your installation. To redistribute 
Innovator-C, you will need to obtain a 
license from IBM.

So what else is new? We now have two 
editions that replace the old Enterprise and 
Workgroup Editions of Informix Dynamic 
Server: Informix Ultimate Edition and 
Informix Growth Edition.

Back in the good old days (as my 
father used to say), Informix had a certain 
reputation: you buy it, you get everything. 
Well, the new Ultimate Edition is inspired 
by the good old days and includes every-
thing (make that almost everything—
compression being the one exception), 
with no restrictions.

How does Growth Edition stack up to 
the previous Workgroup version? Pretty 
darn well: Growth Edition includes more 
features at no extra charge. Plus, you can 
now deploy a three-node cluster of shared 
disk on the Growth Edition.

If you’re an IBM Business Partner, 
the new pricing and packaging gives you 
the opportunity to go after the market in 
different ways, sell more, and offer a lower 
entry price to get new customers on board 
with Informix. For existing customers, you 
get the chance to start those additional 
projects or add to the ongoing ones in 
a simplified and less expensive way. Or 
maybe you can utilize features that cost 
extra before but are now included in the 
new packaging. Either way, the array of 
new versions opens the door for Informix 
and new opportunities. 

If you want to download your no-charge 
copy or learn more about the new versions 
of Informix, you can do so at ibm.com/
informix or check out links for all the new 
packages at the IIUG Web site at www.iiug.
org/news/announcements/new_prices.php. 

Speaking of delighting the Informix 
community, the IBM Information On 
Demand 2010 Global Conference is sched-
uled for October 24–28 at Mandalay Bay 
Resort and Casino in Las Vegas, Nevada. 

This event highlights the full breadth of 
the IBM Information Management port-
folio, ranging from hundreds of technical 
sessions to more than 100 hands-on labs 
and much, much more, including the 
rumored announcement of the next release 
of Informix, code-named Panther. 

IBM goes all out at this event, so try 
not to miss it! For more details about IOD, 
check out ibm.com/software/data/conf. 
See you all in Las Vegas, and be aware that 
a few Panthers will be running around 
Mandalay Bay.

I’m also proud to report that this past 
spring’s IIUG Informix Conference was 
a major success. We surpassed the 2009 
attendance and had more sponsors, more 
attendees (from more than 22 different 
countries), and more technical sessions 
than ever before. Among the presentations 
at the conference was the announcement 
of the 2010 IIUG Annual Director’s Awards, 
which were presented to Thomas Girsch of 
Hilton Worldwide and Bruce Weed of IBM 
for their outstanding contributions to the 
Informix community. The event date and 
location are not yet set for the 2011 IIUG 
Informix Conference, but stay tuned to this 
column and the IIUG Web site (www.iiug.
org) or the conference Web site (www.iiug.
org/conf) for more details. 

for
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of large data warehouses and OLTP solutions.  

He is also a former president of IDUG.

IDUG User View/David Beulke 

Iam happy to report that the IDUG 2010 
North America conference was a huge 
success, and I want to send a big thank-
you to the leaders and volunteers of the 
organization for all their time and hard 
work. The conference featured a large 
number of DB2 users who represent orga-
nizations in vital industries: banks, stock 
markets, credit cards, and airlines, just to 
name a few. These companies continue to 
trust and build new applications on DB2 
because of its performance, reliability, 
and ease of development—not because of 
a marketing campaign featuring a fantasy 
comic book character.

At the conference, DB2 users and 
IBM showcased the latest DB2 10 for z/OS 
technology, which helps reduce CPU usage 
by as much as 20 percent according to 
early IBM testing. With new features such 
as hash access, index include columns, an 
increased number of connections, secu-
rity roles, enhancements to XML within 
the DB2 engine, and temporal tables, 
DB2 10 stands to not only save the DB2 
community tremendous amounts of CPU 
processing but also development and 
overall support time. 

For companies that have too many 
systems and not enough weekends to 
migrate all of them, DB2 10 offers the  

opportunity to migrate directly from 
DB2  8 to DB2  10. This direct migra-
tion helps consolidate testing for all DB2  
9 and DB2  10 features and can poten-
tially shorten the overall migration time 
to DB2  10. The opportunity for skip ver-
sion migration comes around only occa-
sionally and can be a big help when you 
need to stay current with the latest DB2  
capabilities.

DB2 9.7 for Linux, UNIX, and 
Windows (LUW) got some time in the 
spotlight, too, as users talked about the 
ease of migrating from Oracle to DB2, 
the data and index compression, and the 
high performance of the XML features. 
Companies are finding that they can 
easily migrate their systems from Oracle 
to DB2 in only days with the help of the 
IBM migration toolkit. Data and index 
compression are leading to elapsed-time 
savings within a company’s application 
runtime and to dramatically shortened 
backup processes. And storage savings 
from compression are significant; from 
what I’ve heard working with clients 
and talking to others, the compression 
features can take databases from tera-
bytes to gigabytes and can improve 
overall I/O application efficiency by as 
much as 80 percent. 

XML functionality within the DB2 
engine—in both DB2 9.7 for LUW and 
coming soon in DB2 10 for z/OS— provides 
great support for all types of unstructured 
data. Many companies are leveraging XML 
to interface with a variety of legacy and 
new service-oriented architecture (SOA) 
systems, and are using their existing IMS 
skills to build high-performance XML 
architectures. The DB2 engine excels at 
XML performance, and the ability to store 
anything in DB2 provides tremendous flex-
ibility for supporting new mobile, spatial, 
Web, and other exotic applications. 

Even if you didn’t get to this year’s 
conference, the great wealth of DB2 knowl-
edge shared at the event (and now available 
on the Web) can answer your questions 
and help you address your company’s 
challenges. Check out the IDUG Web site 
(www.idug.org) to purchase proceedings 
from the 2010 conference as well as other 
North American and European confer-
ence information from 2009. There are 
a lot of great presentations, and when 
you subscribe to the IDUG Web site you 
get access to all of them. See you at the 
next event—IDUG EMEA 2010 in Vienna, 
Austria, November 8–12 (more confer-
ence information is available at www.
idug.org/emea). 

IBM puts DB2 powers on display  
at the IDUG conference

	 Real-Life
	 DB2
Superheroes
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ew things do well without proper care. 
Houses, cars, pets, friends, and family all 
need our attention to stay happy and healthy, 

and database management systems are no different. 
Without care and attention, a DBMS will break 

down, slow down, and eventually have to be shut 
down because it costs too much to operate. Keeping 
maintenance levels current to take advantage of 
changes in technology is one thing; applying the cor-
rect technology is another. This article points out five 
ways to reduce the cost of running DB2 by providing 
proper care to the system, using the right tool for the 
job at hand, and paying attention to detail.

By Sheryl M. Larsen

Five ways to cut database 
costs—just by paying attention

Maintenance
Makes    

Money

F
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Maintenance

Look How You’ve Grown

When DB2 SQL was first introduced, you could practically count the functions on one hand.  
These days, there’s a lot more to choose from:
Table Expressions, Complex Correlation, Global Temporary Tables, CASE, 100+ Built-in Functions, Limited Fetch, 

Scrollable Cursors, UNION Everywhere, MIN/MAX Single Index Support, Self Referencing Updates with Subqueries, 

Sort Avoidance for ORDER BY,  and Row Expressions, 2M Statement Length, GROUP BY Expression, Sequences, Scalar 

Fullselect, Materialized Query Tables, Common Table Expressions, Recursive SQL, CURRENT PACKAGE PATH, VOLATILE 

Table Support, Star Join Sparse Index, Qualified Column names, Multiple DISTINCT clauses, IS NOT DISTINCT FROM, ON 

COMMIT DROP, Transparent ROWID Column, GET DIAGNOSTICS, Stage1 unlike data types, Multi-row INSERT, Multi-row 

FETCH, Dynamic Scrollable Cursors, Multiple CCSIDs per statement, Enhanced UNICODE, and Parallel Sort, TRUNCATE, 

DECIMAL FLOAT, VARBINARY, optimistic locking, FETCH CONTINUE, MERGE, call from trigger, statement isolation, FOR READ 

ONLY KEEP UPDATE LOCKS, SET CURRENT SCHEMA, client special registers, long SQL Object names, SELECT FROM INSERT, 

UPDATE, DELETE, MERGE, INSTEAD OF TRIGGER, Native SQL Procedure Language, BIGINT, file reference variables, XML, FETCH 

FIRST & ORDER BY IN subselect and fullselect, caseless comparisons, INTERSECT, EXCEPT, not logged tables

Use the right SQL for the job—
and make sure you know what it is
There are many ways to code a query that will 
yield the desired results; the trick is finding  the 
method that plays to the strengths of your  DBMS. 
That may seem obvious, but it’s not as easy as it 
sounds because the tools and technology avail-
able to you change over time.

A few years ago, one of my clients inherited a 
customer relationship management (CRM) appli-
cation that had been ported to its DB2 for z/OS 
Version 8 subsystem. One program was bringing 
the company’s new IBM System z9 to its knees, con-
suming 25 percent of all CPU cycles on a daily basis. The 
program had 10 CREATED Global Temporary Tables, and most 
were embedded in recursive SQL statements. Six of the tem-
porary tables could contain between 10,000 and 100,000 
rows, depending on the depth of the sales chain, and were 
accessed repetitively.

But there is a second type of Global Temporary Table 
on DB2 for z/OS: DECLARED. And although CREATED tempo-
rary tables could not use any index technique until DB2 9, 
DECLARED tables could. So, I recommended converting six 
CREATED temporary tables to DECLARED temporary tables with 
clustering indexes. The remaining four CREATED temporary 
tables were appropriate for the job since they contained a 
small number of rows and were accessed only once. This 
change reduced the time required to complete each trans-
action from 1.78 seconds to 0.07 seconds, which doesn’t look 
that impressive until you know that this program is executed 

a minimum of 6,000 times per day. Therefore, the one small 
change saved the client 2.8 CPU hours every business day. 
The results were so dramatic that the senior DBA on site 
even joked about returning the new z9!

All of that occurred three years ago. Today, the cli-
ent has DB2 9, which automatically generates sparse 

indexes on repetitively accessed work files, including 
temporary tables. But this sort of situation occurs all 
the time. SQL is a moving target: DB2 SQL had very 
humble beginnings as a query language when it 
started out in 1983—at that time it supported only 
inner joins, subqueries, the GROUP BY clause, the 

HAVING clause, the ORDER BY clause, and approximately 
21 built-in functions. Now, 27 years later, the SQL available 
with DB2 9 for z/OS has exploded (see sidebar, “Look How 
You’ve Grown”).

Some SQL features are synonymous, but most provide 
unique functionality. And it is important to fully exploit new 
features as they become available, because many can increase 
performance and cut the cost of running your applications.

Searching static and dynamic SQL for keywords is an 
effective way to gauge how advanced your production SQL 
portfolio is. Figures 1 and 2 are SQL report cards prepared 
for clients by searching based on what was running in their 
current production environments. Client XYZ used very lit-
tle SQL technology within its 3,000 financial reporting appli-
cations. This translates to almost all relational business rules 
and filtering performed in the application program, instead 
of taking advantage of high-performance SQL functions that 
could carry that load.

1. 
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Client ABC’s report card was much better but still lacked 
implementation of SELECT INTO with ORDER BY and multi-
row fetch. These features typically reduce CPU demand 
by 30  percent and 50 percent, respectively. In thousands 
of occurrences and millions of executions, Client ABC was 
using obsolete single-row fetches instead of the current 
technology. Current SQL coding skills need to be cultivated 
in today’s programming pool to transfer the technology into 
the production environment. 

By moving to DB2 9, you get access to many new features, 
including:

�	 TRUNCATE

�	MER GE

�	SELE CT FROM UPDATE/DELETE/MERGE

�	EX CEPT, INTERSECT

�	RAN K, DENSE_RANK, ROW_NUM

�	ORDER  BY / FETCH FIRST in Subselect

Not taking advantage of these features, especially in 
a data warehousing environment, means that you need  
external tools to provide the functionality desired. This 
requirement drives up cost in terms of licensing fees and 
can have a significant impact on performance, since many 
of these tools require data to be transferred out of DB2 for 
external processing. (The searches used to gauge your SQL 
portfolio can also be used to determine whether a soon-to-
be-purchased application package uses advanced features.)

Base table indexes are the first line of defense for 
performance-related issues. The most popular 

or critical transactions and services should 
have indexes to support all of the 

joining, filtering, and sequencing 
tasks required. Their omission can 
result in seriously delayed filtering 

or joining, all of which requires 
extra resources. 

Consider the following 
scenario: A company had a 
Web page that its custom-
ers could access, and the 
company used the com-

mon tactic of executing a 
series of services when 

the customer logged in 
and storing the results so they could read-

ily be displayed when the customer clicked on the associ-
ated tabs. This popular “P-Search” architecture let the cus-
tomer quickly access commonly used functions, but such a 
strategy can be costly if the services being executed aren’t 
indexed properly.

In this case, the P-Search service was consuming 9.9 CPU 
seconds of “in DB2” time on IBM System z10; during peak 
season, the customers waited between 10 and 40 seconds to 
see the Web page. The P-Search service contained a dynamic 
query that was responsible for the CPU consumption: a sim-
ple, three-table join on TABLEA, TABLEB, and TABLEC. All tables 
were partitioned and clustered by a single column SEQEN_NR; 
however, SEQEN_NR was not added to any other index. This 
forced the optimizer to choose between filtering and joining. 

Figure 3 shows what happened:
Step 1. TABLEC is the first table accessed. DB2 Optimizer 

chooses to apply the local filter LAST_NM, but because SEQEN_NR 

is not included in the chosen index, DB2 Optimizer incurs 
random I/O to retrieve all SEQEN_NRs needed for the join to 
table TABLEB. Because the join is not performed using an 

	 V1	 3 joins

	V 1	Z ero subqueries

	V 4	�Z ero created global temp tables

	V 4	Z ero table expressions 

	V 5	Z ero CASE expressions

	V 6	�Z ero declared temp tables 

	V 7	Z ero limited fetch 

Client XYZ’s SQL report card
Over 3,000 static financial reports

Figure 1: Client XYZ’s SQL report card as of DB2 7 for z/OS.

	 V4	�Z ero created global temp tables

	V 4	 3 useful table expressions 

	V 5	 158 CASE expressions

	V 6	Z ero declared temp tables 

	V 7	 1613 limited fetch 

	V 8	�Z ero SELECT INTO with ORDER BY

	V 8	 26 common table expressions 

	V 8	Z ero recursive SQL 

	V 8	Z ero multi-row fetch 

Client ABC’s SQL report card

Figure 2: Client ABC’s SQL report card as of DB2 8 for z/OS.

2. Create optimal index design
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index structure including LAST_NM and SEQEN_NR, it’s delayed 
until data pages are retrieved. (See No. 1 in Figure 3.)

Step 2. The second table accessed, TABLEB, suffers from the 
same index design and applies the local filter ROLE_CD, again 
incurring random I/O before applying the join predicate. 
Because the join was not performed using an index struc-
ture, it is also delayed until the data pages are retrieved. 
(See No. 2 in Figure 3.)

Step 3. TABLEA, the last table accessed, also suffers but 
this time uses the primary/clustering index for the join, 
uses sequential I/O for the data pages, applies the local fil-
ter GUAR_DT, and then sorts for the ORDER BY. (See No. 3 in 
Figure 3.)

All three tables accessed had filtering or joining delayed 
until data pages were accessed. This is because DB2 
Optimizer had to choose between joining or filtering, as no 
composite indexes satisfied both.

Solutions for this frequent, business-critical service con-
sisted of the following: 

  
Altering the `` LAST_NM.FIRST_NM index to add SEQEN_NR 

and SSN_NR to achieve index-only access to completely 
eliminate all random I/O to the data pages
Altering the `` ROLE_CD index to add SEQEN_NR to 
combine the filtering and the joining
Adding a fifth index on `` TABLEA of GUAR_DT.SEQEN_NR 
to combine the filtering and joining and eliminate the 
sort for the ORDER BY

The new index solutions brought the CPU time down to 0.02 
seconds by moving all filtering, joining, and sequencing to 
composite index structures.

An expensive access path is one that 
has many steps that must be completed  
before a single result row is returned. 
These access paths usually involve row 
identifier (RID) sorting 
to eliminate random 
I/O and are called List 
Prefetch, Multiple Index 
Access, and Hybrid Join – Type N. 
All of these access paths use the RID pool to 
pre-sequence data page numbers prior to 
access. This RID pool resource has limits 
and, when those limits are exceeded, a 
table scan occurs. 

The more RIDs being poured into the 
RID pool by any number of programs, the greater 
the chance of a failure, which forces a table scan. 
One symptom of RID pool failure is unexpected 
spikes in sequential prefetch counts. Tracking 
sequential prefetch counts is one way to spot fail-
ures. A better way is through an online monitor. 
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1

2

3

SELECT C.LAST_NM, C.FIRST_NM, C.SSN_NR
FROM TABLEC C, TABLEB B, TABLEA A, 
WHERE C.LAST_NM LIKE  ?
      AND B.ROLE_CD  = ?
      AND A.SEQEN_NR BETWEEN ? AND ?
      AND GUAR_DT >= ‘2009-04-19’
      AND B.SEQEN_NR = A.SEQEN_NR
      AND B.SEQEN_NR = C.SEQEN_NR 
ORDER BY GUAR_DT DESC

LAST_NM
Index

ROLE_CD
Index

SORT

SEQEN_NR
Index

TABLEC

TABLEB

TABLEA

Figure 3: The first table accessed, TABLEC, applied the LAST_NM filter on the non-clustering index, delaying SEQEN_NR pickup. The second 
table accessed, TABLEB, applied the ROLE_CD filter, delaying the join. The third table accessed, TABLEA, applied the join filter on the clustering 
index, delaying the GUAR_DT filter.

3. Monitor RID pool failures
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Figure 4 shows the data from an online monitor of one pro-
gram executing in a one-hour period using Hybrid Join – 
Type N that observed 61 RID pool failures. 

One solution to the problem is to increase the size of the 
RID pool, but that may only temporarily suppress failures; 
worse, it may have no impact at all. A better solution is to 
identify queries that rely heavily on the RID pool by using 
DB2 traces or an online monitor. Each query needs to justify 
its RID pool use by fetching through to the end of the entire 
result set. Any queries not passing this test need to turn off 
heroic access paths that use the RID pool by adding either 
the OPTIMIZE FOR n ROWS or the FETCH FIRST n ROWS ONLY clause 
to the end of the query. DB2 10 will provide relief from these 
failures by utilizing external work files for the overflow, thus 
masking the need to analyze. However, it is best to find and 
resolve such issues before migrating to DB2 10, or you 
will have work file madness.

Frozen SQL is SQL embedded in a purchased ap-
plication that cannot be touched. The queries in-
side frozen SQL sometimes do not follow any perfor-
mance guidelines and you are stuck with them. You need 
these queries to execute using as few resources as possible. 
For example, WHERE DATE(col_TS) BETWEEN :date1 AND :date2 is 
a Stage 2/Residual condition. This predicate should be re-
written to WHERE col_TS BETWEEN TIMESTAMP(:date1, ‘00:00:00’)

AND TIMESTAMP(:date2, ’59:59:99’), which is indexable Stage 1/
Sargable. But you are forbidden to make that change. 

Getting the work done ahead of time and storing the result 
on disc is one option. For DB2 8 sites, a solution is to create 
a materialized query table (MQT) that SELECTS DATE(col_TS) as 

NEW_COL FROM TABLE and to create an index on NEW_COL column. 
Now all dynamic queries will be redirected to use the index. 
Another disc-based solution for DB2 9 sites is to use the fea-
ture called Index on Expression—CREATE INDEX on DATE(col_TS). 
This will yield the same result with only one structure and can 
be used by both static and dynamic queries. 

Both techniques are for queries that are ultra expensive to 
run, ultra complex to compute, or just plain ultra popular and 
may not be frozen. If your site is missing either type of structure, 
you are missing out on CPU demand reductions. 

Another solution not yet available is 
memory based and can accel-
erate longer-running 

queries by 5 to 10 
times without requiring changes 

to the application, according to IBM lab 
and customer beta experiences. Here’s how: 

Using IBM Data Studio (available at no charge), 
select a fact table and dimension tables to be pre-

loaded in memory. This will copy and highly compress 
portions of your data warehouse into an all-memory, network-
attached appliance, forming an accelerated query table (AQT). 
The appliance is called the IBM Smart Analytics Optimizer 
and is currently in beta. The DB2 9 Query Router used in redi-
recting queries from base tables/indexes to MQTs/indexes 
will be able to transparently redirect INNER/LEFT JOIN queries to 
use AQTs. This memory-based appliance will gain function-
ality over time to redirect a larger portion of queries for even 
more mind-bending query speed-up. Scalability requires a 
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Figure 4: A program with Hybrid Join – Type N access path gets 61 RID pool failures between 12 p.m. and 1 p.m.

4. Neutralize frozen or poorly performing SQL
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smart performance layer; MQTs, Index on Expression, and 
AQTs make up this performance layer.

Scalability also requires a smart schema design that effi-
ciently accommodates processing data in a work-

load pattern. For example, online transaction 
processing (OLTP) and intranet applications 

weather best with a third normal-form table 
design to mitigate update/delete anomalies 

and when heavily indexed for probing. This 
normalized design is well suited for static 
and focused business questions. Online 
analytical processing (OLAP) and busi-
ness intelligence (BI) weather best with 

star schema and denormalization. The 
fact table and dimension table design 

are well suited for ad hoc and 
wide business questions that 
span vast amounts of data. 

It makes sense that these 
environments would have 

disparate base table 
designs, index designs, 
MQTs, Indexes on 
Expressions, and in 
the future, AQTs, to 
take advantage of all 
DB2 has to offer for 
the workload pattern 

(see Figure 5).

Show your database you care
Organizations need to be intimate with their DBMS of 
choice—attending to its proper care and paying attention to 
detail. To scale well, packaged DB2 applications also need to 
adhere to performance rules. By following simple rules—
such as using the right SQL, indexes, access paths, MQTs, 
table design, and soon-to-come AQTs for the job—you can 
reduce the cost of data management. These rules require 
some thought and time beyond today’s rapid application de-
velopment cycle. But without this extra effort, your DBMS 
may start looking worse for wear. 

Sheryl M. Larsen (www.smlsql.com) is an internationally 
recognized researcher, consultant, and lecturer, specializing in 
DB2. She has more than 20 years’ experience in DB2, is 
known for her extensive expertise in SQL, and performs 
detailed DB2 performance reviews for many clients. Larsen 
was voted an IBM Information Champion in 2009 and 2010 
and the IDUG Speaker Hall of Fame in 2001, and has been a 
member of IBM’s DB2 Gold Consultants program since 1994. 

IBM Redbooks: DB2 9 for z/OS Technical Overview:  
www.redbooks.ibm.com/abstracts/SG247330.html?Open

DB2 for z/OS technical resources:  
ibm.com/support/docview.wss?rs=64&uid=swg27011656#icc

DB2 9 for z/OS Information Center:  
http://publib.boulder.ibm.com/infocenter/dzichelp/v2r2/topic/com.ibm.db29.doc/
db2prodhome.htm

developerWorks: DB2 for z/OS Exchange:  
ibm.com/developerworks/exchange/dw_categoryView.jspa?categoryID=25
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Smart
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Figure 5: Web and OLTP applications need smart index strategies, including Index on Expression, to handle large 
numbers of short-answer queries for probing and scrolling. OLAP and BI applications benefit from MQTs and AQTs 
to handle broad business questions that require vast amounts of data.

5. Create the optimal schema design 
for your workload pattern
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espite the noise you hear about data leakage through lost  
laptops, backup tapes, and unstructured data, databases are 
the primary target for external hackers and insider attacks. 

According to the 2009 Verizon Business Data Breach Investigations Report, 
75 percent of breached records originated in database servers; backup 
tapes, laptops, and workstations accounted for less than 1  percent of  
records breached.

By Albert Cooley

How IBM’s new  
database security 
�and monitoring  
	� software  

helps protect  
sensitive  
information  
and reduce  
compliance 
costs

D
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It’s easy to understand why: databases contain an organiza-
tion’s most valuable information, including customer records, 
payment card data, and financial results. Statistics show that 
hackers are skilled at using techniques such as cross-site script-
ing to penetrate perimeter defenses and reach the database. 
Existing security solutions, such as intrusion detection systems 
(IDSes), lack the knowledge of database protocols and struc-
tures required to detect inappropriate activities. Other solutions 
that rely on native DBMS logs, such as security information and 
event management (SIEM) systems, do not operate in real time, 
can be evaded by users with elevated privileges (which hackers 
often acquire), and introduce problematic overhead.  

A growing number of mandates encompass this type 
of sensitive information as well, including various financial 
regulations (such as the Sarbanes-Oxley Act), industry- 
specific mandates (the Payment Card Industry Data Security 
Standard [PCI DSS]), and local data privacy laws. Each man-
date has unique aspects, but they generally require organiza-
tions to detect, record, and remediate unauthorized access 
or changes to sensitive data, including those by privileged 
users, while providing a secure audit trail to validate compli-
ance. Information security and database managers struggle 
to implement these types of controls, especially with respect 
to monitoring privileged users. Heightened focus on business-
reputation risk and sensitive data protection is also driving 
closer internal scrutiny of controls. The result of all this is 
clear: providing effective database security and compliance 
has become anything but easy.

The DIY approach
To date, meeting these needs typically involved developing 
custom solutions. The most common approach has been to 
enable the DBMS’s audit facility to record transactions, then 
use UNIX scripts, Perl scripts, or C++ code to scrape and 
parse the logs and create a separate audit database or file. 
At regular intervals, individuals in the database administra-
tion organization must painstakingly review the data, iden-
tify policy violations, notify the parties responsible for inves-
tigating the violations, and record the investigation results. 

This approach creates a variety of problems. First, devel-
oping, maintaining, and managing custom solutions often 
requires the equivalent of several highly skilled, full-time 
employees—the same personnel required for strategic busi-
ness initiatives. Second, from a system-resource perspec-
tive, enabling the audit facility incurs overhead that is often 
unacceptable. And finally, auditors have begun to challenge 
the security of custom solutions: log files can be changed or 
deleted by hackers or insiders seeking to cover their tracks, 
and with a custom solution, security duties cannot be sepa-
rated from administrative functions.

Creating and managing granular policies
With the acquisition of Guardium, a leading supplier of data-
base activity monitoring (DAM) and database protection 
solutions, IBM now offers an automated, effective, and effi-
cient way  to directly address growing database security and 
compliance challenges.

Americas data center

Central policy
manager and 
audit repository

Integration with
LDAP/AD, IAM, 
change management, 
SIEM, archiving, etc.

Financial system

IBM System z

EU data center

IBM Optim

Development, test,
and training

Database server

InfoSphere Guardium 
software probe

InfoSphere Guardium 
Collector appliance

Figure 1: InfoSphere Guardium’s scalable multi-tier architecture protects sensitive data through centralized aggregation of audit data and  
centralized, enterprise-wide management of security policies. 
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The IBM InfoSphere Guardium solution continuously mon-
itors database transactions through lightweight software probes 
(see Figure 1) installed on the database servers. The probes mon-
itor all database transactions, including those of privileged users, 
at the operating system kernel level without relying on data-
base audit logs. The probes forward transactions to a hardened 
Collector appliance on the network, where they are compared to 
previously defined policies to detect violations. The system can 
respond with a variety of policy-based actions, including gener-
ating an alert and blocking the transaction in real time.

With InfoSphere Guardium, developing a policy to protect 
sensitive data is straightforward. For an example, consider the 
process of building a policy for payment card data; such data is 
frequently targeted by hackers, and it is subject to the very com-
prehensive and global PCI DSS standard.

Figure 2 illustrates a simple rule (see the sections outlined 
in red) specifying that any database transaction not from an 
“Authorized Client IP” address that attempts to access objects 
specified in our “Cardholder Objects” group will trigger an action 
to terminate the session. The Authorized Client IP group is cre-
ated by entering the IP addresses of personnel with the business 
need to access cardholder data in a separate screen.

Figure 2: InfoSphere Guardium enables the development of granular 
policies to detect and block unauthorized database access or changes.

Rules can be made as detailed as necessary and can 
include a wide range of parameters—from user names 
and database type to command, time period, and counts. 
InfoSphere Guardium also provides integration with typical 
Lightweight Directory Access Protocol (LDAP) and directory 
services within your environment to automatically populate 
the groups in the security policy. As a result, you can enforce 
the access control portion of user management. InfoSphere 
Guardium allows you to develop the type of proactive con-
trols specified by PCI DSS Requirements 10 (track and moni-
tor access to cardholder data), 7 (restrict access to cardholder 
data), and 3 (protect stored cardholder data).

Note that in this example, the policy is database agnostic 
and can be applied uniformly across all databases supported, 
including IBM DB2, IBM Informix, Oracle, Microsoft SQL 
Server, Sybase, MySQL, and Teradata. 

InfoSphere Guardium also supports IBM System z, a com-
mon platform in large enterprise environments. While IBM 
Resource Access Control Facility (RACF) is sometimes per-
ceived as a sufficient control for mainframes, it does not cap-
ture a granular audit trail of what users did while accessing 
DB2 on z/OS, nor does it identify administrative users who 
abuse their privileges to view or change sensitive tables with-
out a legitimate business need. IBM DB2 Audit Management 
Expert technology is used to capture mainframe database 
transactions and integrate them into a unified, enterprise-
wide view via Collector appliances.

 
How is it done?
Behind the scenes, the InfoSphere Guardium solution uses a 
series of technology strategies to support high levels of security 
while minimizing the impact on enterprise systems.

On the DBMS server, the solution must ensure that all traffic is 
captured—including direct connections to the DBMS server, such 
as SSH—and that the solution cannot be disabled without autho-
rization. To meet this requirement, InfoSphere Guardium software 
probes are installed as a system account (root) and run as a sin-
gle process on the operating system. The probes are installed on 
Microsoft Windows servers as a Windows service, and on UNIX 
servers as a daemon that, if killed, is restarted by the operating 
system. Also, because the probes are installed at the system 
software level, no changes to the database or applications are 
required, and the solution supports all major DBMS platforms. 

Because databases are user-level programs that get services 
from the operating system, the probes can monitor all data-
base transactions, whether they originate locally or remotely, 
by viewing these service requests. They can also support as 
many database instances as are installed on the server via a 
single probe process. This approach provides the separation of 
duties required by auditors, because only the security adminis-
trator will have the authority to disable the probe. As an addi-
tional security measure, there is a heartbeat between the appli-
ance and the probe that will alert the administrator if the probe 
is disabled for any reason.

As the data is captured, it must be analyzed in real time to 
quickly identify policy violations. The probes transmit the data 
to the Collector appliances, which strip the data headers and 
analyze the content to determine how it relates to parameters 
specified by the policy. For example, the network layer will pro-
vide information on the client IP address, the OS user name will 
be extracted from the OS layer, the database user name will 
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be extracted from the database layer, and lastly, the payload 
will provide the actual SQL content. Relevant information is 
stored in a secure internal database so it can easily be used for  
enterprise-wide analytics, compliance reporting, and forensics.

Because transaction analysis is performed by the Collector 
and the server is only tasked with forwarding transactions, the 
performance impact on the server is very low—typically less 
than 5 percent.

Data can be aggregated across Collectors, enabling central-
ized policy management, reporting, and compliance workflow 
management—even across enterprises that have thousands 
of geographically dispersed databases. Clustering and high-
availability architectures are often found in these types of large 
enterprise environments. To accommodate these architectures, 
probes can be configured to automatically fail over to other 
Collectors on the network, providing both high availability and 
load balancing. In clustered environments, probes are installed 
on all nodes, and each probe is configured as though that node is 
the primary node. All probes will be active, but only the primary 
node will forward monitored transactions. 

Beyond rules and policies
InfoSphere Guardium supports many other database security 
and compliance needs. Capabilities include discovering data-
bases that may have been added outside normal processes by 
crawling the network; enforcing change control by matching 
actual database changes detected by the probes to authorized 
changes imported from a corporate change ticketing applica-
tion; and detecting fraud by identifying actual end-user iden-
tities in transactions executed from enterprise applications 
such as SAP, Oracle E-Business Suite, and PeopleSoft that uti-
lize pooled database connections.

The solution also provides vulnerability assessment and 
configuration-auditing capabilities that enable DBAs to directly 
evaluate the security of their databases. The former allows 
administrators to schedule tests—specific to their installed 
databases (see Figure 3)—to detect and prioritize (through a 
risk score) issues such as missing patches, weak passwords, mis-
configured privileges, and inappropriate behavioral activity like 
credential sharing. The latter detects changes in critical system 
files and configuration objects. These are important capabilities 
called out in PCI DSS Requirements 2 (don’t use vendor default 
passwords), 6 (maintain secure systems), and 11 (regularly test 
system security). 

InfoSphere Guardium provides powerful monitoring, detec-
tion, and protection capabilities—but companies also need 
proof that all policy violations have been investigated and reme-
diated. The Compliance Workflow Automation module satis-
fies that need, managing the regular distribution of compliance 

reports to oversight teams, tracking the results of electronic sign-
offs, and storing the results of this oversight process in the secure 
repository for review by auditors.

 
Improve security, free up resources
Groups responsible for database administration should partner 
with other stakeholders—like the security team—to plan the 
InfoSphere Guardium implementation so they can help iden-
tify sensitive data, define appropriate protective policies, and 
design automated workflow to ensure incidents are investigated 
and closed in a manner that satisfies compliance requirements. 
Resources previously dedicated to the maintenance of custom 
solutions and the review of audit data can be redeployed to sup-
port the organization’s strategic initiatives.     

IBM has historically delivered strong security controls in its 
database solutions, including core authentication and authori-
zation functionality, as well as advanced features such as Trusted 
Contexts. InfoSphere Guardium adds controls that will enable 
organizations using IBM database servers to significantly 
improve their security and compliance posture, while freeing up 
scarce technical resources. 

Albert Cooley is director of product marketing for Guardium, an 
IBM company.

Figure 3: The InfoSphere Guardium Vulnerability Assessment 
module scans the database infrastructure for missing patches, default 
passwords, misconfigured privileges, and other vulnerabilities. 
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Information and data will play a critical role in the future of the energy 
industry. Driven by demands for greater efficiency, more transpar- 
ency, and reduced environmental impact, energy utilities are adopting 

new technologies and strategies faster than ever before, especially smart 
energy grids and the services they make possible: smart meters that moni-
tor energy volume and time of use; monitoring applications that track and 
adjust electricity rates continuously based on availability and demand, or 
that alert customers when their usage spikes into a different rate level; and 
networked equipment, such as transformers and power lines, that auto-
matically report their status and capacity.

By Cameron Crotty 
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Players

All of those devices and systems generate a 
lot of data—and businesses in the industry need 
to figure out how to capture and manage it. “The 
energy and utilities industry has one of the great-
est data challenges out there,” says Alan Webber, 
information technology analyst and partner at the 
Altimeter Group.

As a result, the standards that energy busi-
nesses use for communication are receiving some 
serious attention from data professionals. The 
International Electrotechnical Commission (IEC) 
Common Information Model (CIM) is the elec-
tric power industry standard that defines (among 
other things) the data architecture for information 
about electrical network configuration and status. 
And as the energy industry adapts to new condi-
tions, that architecture is being poked, prodded, 
explored, and expanded.

Data architecture for an energy city
One group facing that challenge head-on is the 
IBM team in Mannheim, Germany, that created 
the data infrastructure to support the Model City 
Mannheim (MOMA), a project created by the 
German federal government as part of its E-Energy 
initiative to research the impact of information 
technology on the energy distribution grid.

The goal of the MOMA project was to create 
a smart grid that would provide a variety of ser-
vices, including:

�	 Smart metering services for reading, 
validating, qualifying, and aggregating 
meter data to support centralized meter data 
management systems

�	 Energy management services for direct or 
indirect load control functions based on 
available load-balancing capabilities

�	 Forecasting services for predicting energy 
consumption

�	 Pricing services for calculating individual 
tariff-based prices for users 

In addition to these new information-driven 
services, the MOMA smart grid needed to sup-
port many different participants. “Interoperability 
was always a critical part of our discussion,” says 

Andreas Herdt, advisory IT architect for IBM. “The 
energy market is fragmenting into more and more 
businesses, from network operators to specialized 
energy generators, resellers, and others. They need 
to be able to exchange data.”

The IBM team also wanted to create an architec-
ture that would both mesh with the present while 
blazing a path for the future. “Our approach was 
to try not to build new models for the applications 
or the use cases that we needed to support,” says 
Christian Schiller, senior IT architect and managing 
consultant for IBM. “We wanted to work as much as 
possible with the CIM specifications that had already 
been accepted by the industry.”

To model or not to model?
The IBM data architects started planning by talking 
to all of the partners on the project and gathering as 
many different data concepts as possible. Some of 
the concepts didn’t always fit cleanly into the CIM 
data model definitions, and the team faced a con-
stant temptation to solve the problem by defining a 
data concept in a specific application. 

To help them make these critical decisions, the 
team laid down a set of criteria. “We had three rules 
of thumb,” says Herdt. “The first rule was to look at 
the model and find the concept. The second rule was 
to look carefully at the model and find the concept. 
And the third rule was to look very carefully at the 
model and find the concept!”

For the most part, the IBM team found objects 
in the model that could work with a little effort. 
“Sometimes we couldn’t achieve a perfect seman-
tic match, especially at the attribute level, but we 
could usually get very close,” says Herdt. “It was 
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The CIM data model moves 
pretty fast. It’s updated every 
6 to 12 months, which is 
amazingly fast for the energy 
and utilities industry.”  
—�Andreas Herdt, Advisory IT Architect, IBM
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important to build on the existing CIM model as much 
as possible because we didn’t want to re-create the wheel, 
and also because we want to build a foundation that other 
teams and organizations can work from.”

If a standard isn’t defined, is it a standard?
However, the IBM team ran into challenges with the CIM, 
starting with documentation that was often ambiguous and 
sometimes nonexistent. Some of the model was document-
ed at the object level and occasionally at the field level, but 
there was no documentation on specific use cases. In other 
instances, the documentation was wrong. “There was a situ-
ation where there was a master class for the model, and in a 
few occasions the documentation didn’t correctly describe 
the object inheritance,” says Schiller.

The fields or objects that the team was uncertain about 
were often central to the function of a given device. As a result, 
the team found itself embroiled in debates over the original 
intent of a given specification. 

One of the most striking examples arose as the team 
attempted to build a data model for meter readings. The 
CIM data model offered two different ways to record 
meter readings: reading and interval-reading. The stan-
dard reading object appeared to have been designed for 
infrequent use and was fairly bulky. “Using the standard 
meter reading definition, you would create a container for 
every reading, which computes to 96 objects per day per 
meter if you read a meter every 15 minutes,” says Herdt. 
Not a problem if you’re recording one reading per month, 
but with smart meters, the team envisioned reading at 
intervals measured in minutes, which meant data vol-
umes would mount quickly. 

When the team dug into the actual model of the  
interval-reading object, they discovered that for it to work, 
the interval between every meter reading needed to be pre-
cisely the same. “We couldn’t guarantee that the reading 
intervals would be identical because the underlying smart 
metering infrastructure did not offer readings exactly on 
the second,” says Herdt. Instead, the team used the stan-
dard meter reading object, understanding that data man-
agement policies would be needed to help offset the impact 
of the high data volume.

Searching but not finding
A few times, the IBM team couldn’t find a concept that 
came close to matching their requirements, as in the case 
of weather forecasting. Weather dictates both how energy 
is consumed (air-conditioning in the summer, heating 
in the winter) and generated (such as wind farms, solar  

facilities, and hydropower). However, the concept of 
weather was not even contemplated in the CIM model, 
so the team built their own data model to avoid misusing 
the semantic.

All of the work to address holes and document the 
model did not go to waste: the weather forecasting model 
(and the semantics supporting it) is one of many changes  
that the IBM team will propose back to the standards 
body that maintains the CIM. “The CIM data model moves 
pretty fast,” says Herdt. “It’s updated every 6 to 12 months, 
which is amazingly fast for the energy and utilities indus-
try.” That flexibility is a good thing, as the team can already 
see future needs. “The model covers smart metering now, 
but it doesn’t cover all the different tariffs that will be need-
ed,” says Herdt. “We were able to create time- and volume-
dependent tariffs, but eventually we’ll need to make tariffs 
that depend on weather, energy availability, grid load, and 
other variables.”

One of the team’s ongoing challenges with the CIM 
involves finding ways to make the overall data model 
more specific. The model is not yet well-enough defined 
that separate organizations can simply follow it and feel 
confident that their data will match that of other orga-
nizations. “Right now, the model doesn’t provide rules at 
the content level, which means that not everyone may 
use data containers in the same way,” says Schiller. “For 
instance, a device serial number field could contain the 
manufacturer’s serial number, an asset tag number issued 
by the organization that installs it, or something com-
pletely different.”

Lights, network, action!

The true test of the data model and semantics defined by 

the IBM team will come soon, as the partners involved in 

the E-Energy project begin to use the model for their own 

projects. “Over the next months, our model and code will 

face test data from real smart meters and the utilities’ 

back-end systems,” says Herdt. Later this year, Herdt and 

Schiller expect to see a full field trial that is completely 

based on the model they helped create. After that, who 

knows? But in any case, the energy expended now to es-

tablish the data infrastructure for smart grids will be a 

bright investment in the future—for data professionals 

and customers alike. 
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By Mirav Kapadia

Using Informix as an embedded database
the Box

Think

O ften, enterprise applications are separate from the 
databases that they rely on. But there is ongoing 
demand for database-driven, self-contained appli-

cations that work straight out of the box without additional 
configuration or administration.

In a server-based enterprise environment, profession-
als who have a deep understanding of database design and 
the dynamics of application behavior configure and main-
tain the databases. In many cases, however, this separation 
between application and database isn’t desirable, or even 
possible. For example, ISVs must decide which versions of a 
DBMS their applications will support, knowing that each ex-
tra version adds development time, quality assurance cycles, 
and customer-support costs. 

For some businesses, evaluating, maintaining, and sup-
porting a stand-alone DBMS simply adds cost. What’s the 
solution to these ills? Try an embedded database server. An 
embedded database server is integrated within the applica-
tion, invisible to the end user, and requires either minimal or 
zero administration.

Working with a database server that will be part of an 
embedded deployment requires a different approach from 
a traditional enterprise deployment. In this article, we dis-
cuss some of the critical needs of an embedded environ-
ment and the Informix features that help developers meet 
those requirements. We also explain how to create a fully 
automated embedded Informix deployment using the new 
Deployment Utility available in Informix 11.50.xC6 and 
later versions.

The unique challenges of embedded  
database deployments
Many of the characteristics that make a database server a 
good fit in a traditional enterprise environment also apply to 
an embedded database server. But the unique challenges of 
an embedded deployment change the priority—and some-
times even the meaning—of measures such as reliability, per-
formance, and ease of deployment.

Reliability and independence
The single most important quality of an embedded database 
is reliability: it cannot fail, ever. The database server is hid-
den; there is no database administrator, and no direct manual 
intervention is possible. Achieving this level of stability starts 
with robust database engine design (a hallmark of Informix), 
but that is usually just the beginning. 

An embedded database server should also provide pro-
grammable and autonomic capabilities, so that the appli-
cation can perform any necessary maintenance tasks. If a 
problem does arise, the application must be able to recover 
the database server and quickly return it to full operation.

Informix has an array of tools for enabling self-managing 
and self-tuning behavior. One of the most important—the 
Remote SQL Administration API—enables applications to 
programmatically issue SQL commands and perform many 
of the most common administration tasks necessary to keep 
the database running smoothly. For example, as the sizes of 
the databases supporting an application grow or shrink, the 
application can use the API to add storage space.

Inside



26	 IBM Data Management     Issue 3, 2010

Applications can use the Informix Scheduler API to 
automate stored procedures or user-defined routine execu-
tions at regular intervals or in response to specific triggers. 
Using the example of storage space, the embedded Informix 
instance could be configured to monitor disk usage and add 
more storage when any DBspace consumes 80 percent of its 
allocated space.

An embedded Informix database server can also pro-
vide the application with a comprehensive view of database 
activity through the sysmaster, sysadmin, syscdr, and sysus-
ers system databases. The sysmaster database is particularly 
useful because its tables can show dynamic information 
about the state of the database server, such as monitoring 
buffer pool activity, sessions, and transactions. For example, 
an application can scan the sysmaster database for sessions 
that may indicate idle connections, terminate the sessions, 
and recover those processing resources.

Where is Informix?
With the help of more than 2,500 business partners, numerous Informix 
database server instances have been deployed in enterprises across 
many industries. Most of these deployments are “invisible”—the end user 
does not know that an Informix instance is running behind the scenes.

�	� If you have ever placed a cell phone call in North America, Europe, 
or Asia, it’s likely that an application with an embedded Informix 
database validated your call information.

�	� Database applications in emergency call centers have relied on 
enterprise data replication features in Informix to ensure that critical 
systems are available 24x7.

�	� IP telephony call-processing systems use Informix as their  
embedded database server, as it can handle massive transaction 
volumes without sacrificing performance.

�	� It’s highly likely that an Informix database verified your  
major credit card transactions or registered your purchase at a point-
of-sale application in a retail store.

�	 �Informix is the default embedded content store for IBM Cognos 
Express—an integrated business intelligence and planning solution for 
midsize companies.

Performance and consistency
Performance is important for any database server, but in an 
embedded scenario, high performance must be accompanied 
by consistency and predictability. The database server should 
chug along continuously and evenly with the same perfor-
mance characteristics as the organization’s demands increase. 
The Informix database server can automatically adapt to 
changing workloads without degrading performance.

Ease of deployment
Finally, deploying an embedded database server carries 
special challenges. Embedded database servers must often 
respect strict storage and memory limits. And just as the 
application it supports must be ready to operate out of the 
box, an embedded database server must require little or no 
setup. Any configuration must be fully automatic and com-
pleted by the application. 

Creating an automated embedded  
Informix deployment
Informix provides many features, such as Deployment 
Wizard and Deployment Utility (DU), to create and deploy a 
customizable footprint for optimizing storage requirements 
in embedded deployments. You can use Deployment Wizard 
to select the individual components that need to be installed 
on disk. DU was introduced in Informix 11.50.xC6; it is a new 
technology that can be used to rapidly automate deploy-
ments for preconfigured instances. 

Consider this example: IBM Cognos Express uses DU to 
rapidly deploy a preconfigured and tuned Informix database 
server as its default content store. The end user is not aware 
of the Informix database server’s existence, and the Cognos 
application handles the complete administration.

To create an embedded Informix deployment, you install 
and configure a source instance, take a snapshot of the 
product and database spaces, and finally, use DU to silently 
deploy the preconfigured instance on the target.

Step 1
On the source system, install and configure the Informix data-
base server instance. During the application development 
phase, you will use this database server instance to design, 
develop, and tune the databases.

To optimize the storage footprint, you can selectively 
install features from the Informix 11.50 product using the 
Deployment Wizard (see Figure 1). The application will dic-
tate which features need to be installed for the product. For 
example, if the application doesn’t intend to use On-Bar 
utilities, then that feature can be safely excluded from 
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Figure 1: The Informix Deployment Wizard.

the source instance. Selecting specific features through the 
Deployment Wizard is also supported during silent install.

The end result of this development phase: an application 
with an optimally tuned Informix instance that is configured 
for its life as an embedded database server.  This instance will 
now serve as a template for deployment on the target.

Step 2
On the source, compress the contents of $INFORMIXDIR to an 
archive, such as source_infxdir.tgz. If you are working with an 
Informix installation on Microsoft Windows, then compress 
the contents of %INFORMIXDIR% to an archive, such as source_

infxdir.zip. Also, compress the database spaces to another 
archive, such as source_dbspaces.tgz or source_dbspaces.zip. 

To maximize reliability, we want to ensure that the 
database spaces are in a consistent state so their use can 
be resumed on the target. To achieve this, compress the 
database spaces after the instance has been blocked out 
or shut down. Currently, DU supports only database spaces 
that are configured as files in regular file systems (cooked 
files), which reside in a single directory.

Step 3 
On the target, copy the compressed archives, ifxdeploy execut-
able, and ifxdeploy.conf from the source; extract source_dbspaces.

tgz; update the configuration parameters in ifxdeploy.conf; and 
set the required environment variables.

The following parameters will need to be updated in 
ifxdeploy.conf:

�	 INFORMIXSERVER

�	 PROTOCOL1

�	 PORT1 

�	 SERVERNUM

�	 INFORMIXDIR

�	 ONCONFIG

�	 SNAPSHOT

�	 INFORMIXPASSWORD

�	 ROOTPATH

The following environment variables will need to be set:

�	 INFORMIXDIR

�	 INFORMIXSERVER

�	 INFORMIXSQLHOSTS

�	 ONCONFIG

�	 PATH

Step 4
On the target, execute the DU (ifxdeploy) to deploy the snap-
shot of the instance.

 
For example:

ifxdeploy –y –config ifxdeploy.conf 

–f /mnt/hgfs/DEMO/source_infxdir.tgz 

–rootpath /opt/IBM/informix/data/online_root 

–relocate /data/IBM/informix/demo/server=/opt/IBM/Informix/data

You now should have a fully configured Informix database 
instance that is ready to run on the target.

More to come
Informix is particularly well suited for use as an embedded data-
base. Its proven technology qualifies it as an industrial-strength 
DBMS for an embedded database server on multiple platforms.

IBM continues to maintain a significant interest in 
enhancing the capabilities of Informix in various embedded 
environments, focusing on features such as deep embedding 
and integrated administration. Active research is in progress 
to make embedded deployments easier and to eliminate as 
much manual intervention as possible. 

Mirav Kapadia (mirav@us.ibm.com) is an advisory software 
engineer in the Informix Embed, Virtualization and Cloud 
Computing Team at IBM. He is an IBM Certified Database 
System Administrator for Informix V11.
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A database guy discovers there’s more 
to data governance than meets the eye 

Iam a database guy (a DB2 guy, to be more 
precise). I do my work at the basement level 
of the IBM Information Management software 
stack. If the people who work with analytics, 
master data management, data integration, 
and other high-level software technologies are 
up on the bridge of the Ship of Data, peering 
through binoculars and wearing white jackets 
with gold epaulets, I’m down in the engine 
room. When the calls come in from the bridge, 
asking for more and more data to be beamed 
up with ever-greater speed, I call back with, “I 
canna’ change the laws o’ physics, Captain!” … 
and then I find some way to get the job done. 
You folks up top keep talking about strategies 
and paradigms. I’ll keep talking bits and bytes, 
speeds and feeds. Welcome to my world. Down 
here, we like to keep it real.

The latest in a long line of squishy-sounding 
concepts to come my way is “data governance.” 
Excuse me, chief, but that sounds like a solu-
tion looking for a problem. I’ll let you in on a 

little secret: data is inert, which means it doesn’t 
need to be “governed.” It needs to be adminis-
tered, and my friends and I have that situation 
well in hand, thank you. Go find something else 
to “govern.”

What’s that? You are, in fact, planning on 
governing something else when you talk about 
governing data? OK, I’m curious now. Tell me a 
little more. I’m listening. 

The focus is on people
Who am I listening to? None other than Steve 
Adler, director of Information Governance 
Solutions at IBM and chair of the IBM Information 
Governance Council. He’s on the other end of the 
phone, telling me that the oxymoronic nature 
of the term “data governance” actually serves a 
useful purpose: it prompts people to ask ques-
tions. “What in the world do you mean by ‘data 
governance’?” Boom. Conversation started, and 
a chance for Adler to say that the real aim is 
governing behavior.

Want to

What?

You

Govern
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Want to

People interact with databases: they 
direct data flows; they interpret and service 
data requests. People also make mistakes—
often the result of shortcomings in the 
processes they are directed to follow and the 
application systems upon which they rely—
that introduce errors in the information 
pipeline, creating downstream data quality 
problems. Data governance, says Adler, is 
largely about systematically identifying and 
addressing error entry points. The goal is to 
build data that decision makers can trust—
and also provide them with evidence that the 
data can be trusted.

Now that’s a pretty good pitch. But before 
joining your cause, I’d like to see Big Blue eat 
some of its own dog food. Adler asks if I know 
about IBM’s product catalog. Sure I do—I only 
worked for the company for 17 years. Lots of 
information there—to the tune of 120 million 
records. Apparently, a high percentage of 
those records contained incorrect infor-
mation: data that was wrong, missing, or 
published before it should have been. Out of 
255 IBM product announcements chosen at 
random, only five were completely error-free. 
That’s a motivating statistic.

To find out where the data quality prob-
lems originated, a team set “traps” at various 
points in the data flows that led to the product 
database. The traps helped the team discover 
several errors that could be expected to occur 
given a certain set of circumstances. With the 
causes identified, the team could then design 
and implement process- and technology-
based solutions to eliminate the sources of 
information inaccuracy.

Not my problem (or is it?)
I’m all for eliminating circumstances that lead 
to data quality problems, so you governance 
types go to it. I wish you success. No need to 
snoop around the databases that the DBAs 
and I are looking after—they’re solid. How 
solid? At least 99.9 percent accurate. How 
many data records am I talking about? Well, 
a production database would probably hold 
north of a billion rows. Yeah, OK, even a very 
small error rate in a database of that size gives 

you a pretty big number. Point taken. Putting 
some of those traps in and around the data-
base might be a good idea, after all.

But don’t stop there, Adler says, because 
data quality problems are not just a matter 
of factual inaccuracies in data records. 
Sometimes, the pressing issue has to do with 
data categorization. Another story: An orga-
nization, partly due to acquisitions, ended up 
serving some of its larger corporate clients 
through multiple lines of business. One such 
client company complained that the same 
question, communicated to the service-
providing organization through representa-
tives of different lines of business, received 
different answers. It turned out that people 
employed in those different lines of business 
ascribed different meanings to the same 
terms. That’s a data definition problem—the 
kind of problem that data governance aims 
to eliminate through effective master data 
management (MDM). 

How do you get from A to B?
I’ll admit that I’m starting to see some value 
in this data governance stuff. It’s not quite 
as squishy as I’d first thought. Still, seeing 
potential value and getting real value are two 
different things. How do you get some trac-
tion with a data governance effort? Where 
do you start? How do you keep things 
moving forward?

Adler told me that his favored approach 
involves six steps, to wit:

1.		 Identify your goals. Some goals will be 
of the sustainable variety (these will be 
ongoing), and others will be situational 
in nature (for example, dealing with a 
data quality problem). Right—you need 
to know where you’re going before you 
start on your way.

2.		 Identify what you’re going to 
measure. If you want to boost data 
quality, how will you know if you’ve 
made progress? Perhaps you’ll examine 
some percentage of documents in a 
repository and record instances of factu-
ally incorrect or missing information. 
Deciding on a process and criteria for 
measurement is important for assessing 
the baseline situation (where’s the pain?) 
as well as for tracking progress. I get this. 
Talk is cheap: if you want to convince me 
that you’re doing well, show me numbers.

3.		 Understand your organization’s  
decision-making model. Is it an 
autocratic model? Representative? 
Democratic? Whatever it is, is that the 
right model for your company? Does the 
data governance policy you’re developing 
support the decision-making model? 
What would it mean if decision making 
were “better”? Would a larger volume of 
decisions be made? Or perhaps decisions 
would be made more quickly? I suppose 
that as long as you’re working on improving 
data quality, you might as well take the time 

People interact with databases: they 
direct data flows; they interpret and 
service data requests. People also 
make mistakes that introduce  
errors in the information pipeline.
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to assess how data drives decisions in your environment. Maybe that’ll 
be seen as something that needs improving, too. 

4.		 Communicate the data governance policy effectively. How will 
information about the policy be communicated to stakeholders 
and other interested parties? Via e-mail? Through newsletters? 
Probably wouldn’t do to just rely on the ol’ office grapevine to get the 
word out.

5.		 Measure results. What has your data governance policy actually 
achieved? If you came up with a plan for measuring progress (item 
2 in this list), cranking out the actual numbers shouldn’t be too 
difficult. Interpreting the numbers could be interesting.

6.		 Audit the whole thing. Are processes being followed? Is tech-
nology being appropriately employed? Are controls effective? The 
word “audit” kind of sets my teeth on edge, but a policy—whether 
focused on data governance or something else—isn’t worth spit if it’s 
ignored. I don’t like being checked up on any more than the next guy, 
but I understand the need to do this sometimes.

These are pretty high-level checkpoints, and a detailed project 
plan will have far more than six steps. But when faced with a complex 
task, framing the challenge in the right way can really help to focus 

people’s efforts. To me, Adler’s approach looks to be a good framing of 
the problem space. It’s something you could build on.

OK, I’m in
A resident of one town once derisively said of another city, “There’s no 
‘there’ there.” That’s the way I used to think about data governance: inter-
esting concept, but come on—where’s the substance? Steve Adler makes 
a good case in arguing the business value of data governance. I do think 
now that there is some “there” there. 

So if one of those high-up information management types visits 
you in the database engine room to talk data governance, give him or 
her a listen. Better yet, see what you can do to get involved in some way. 
When a grand plan is leavened with insights from people who have a 
rubber-meets-the-road perspective, the result is usually positive.

Gotta go. Maybe I’ll see you around a coffee machine sometime. Who 
knows? We might even have a non-snarky talk about data governance. 

DATA ARCHITECT/Robert Catterall

IBM Information Governance: ibm.com/software/
info/itsolutions/information-governance
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Table partitioning is a data organization 
scheme in which table data is divided 
across multiple storage objects called data 
partitions, based on values in one or more 
columns. A partitioned table can contain 
significantly more data than an ordinary 
table; yet, by taking advantage of a process 
known as partition elimination, queries run 
against partitioned tables typically execute 
faster and require less disk I/O than when 
they are run against nonpartitioned tables. 
(The DB2 Optimizer is data-partition aware, 
and only relevant data partitions are scanned 
during query execution.)

In this column, I’ll show you how to 
create partitioned tables, and I’ll show you 

how a partitioned table’s definition deter-
mines where individual records are stored. 

Range-partitioned tables
A data partition, also referred to as a range 
(currently DB2 supports only a range parti-
tioning scheme), contains a subset of rows 
that are stored separately from other sets of 
rows in the table. Different data partitions 
can reside in different table spaces or in the 
same table space. The specifications provided 
in the PARTITION BY clause of the CREATE TABLE 
statement define how data in a table is parti-
tioned. The syntax for this optional clause 
varies depending upon whether you want 
DB2 to generate each partition range evenly 
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within a specified table data range or you want to manually control 
the boundary for each range. The syntax for using automatic parti-
tion generation for a given table data range is:

PARTITION BY <RANGE>

  ( [ColumnName] <NULLS LAST | NULLS FIRST> ,...)

  (

  STARTING <FROM> [Star t | MINVALUE | MAXVALUE] |

     STARTING <FROM> ([Star t | MINVALUE | MAXVALUE] ,...)

  <INCLUSIVE | EXCLUSIVE>

  ENDING <AT> [End | MINVALUE | MAXVALUE] |

     ENDING <AT> ([End | MINVALUE | MAXVALUE] ,...)

  <INCLUSIVE | EXCLUSIVE>

  EVERY <(>[Constant] <DurationLabel> <)>

    ,...)

The syntax for manually specifying partitions is:

PARTITION BY <RANGE> 

    ( [ColumnName] <NULLS LAST | NULLS FIRST> ,...)

    (

    <PARTITION [Par titionName]>

  STARTING <FROM> [Star t | MINVALUE | MAXVALUE] |

     STARTING <FROM> ([Star t | MINVALUE | MAXVALUE] ,...)

  <INCLUSIVE | EXCLUSIVE>

 ENDING <AT> [End | MINVALUE | MAXVALUE] |

     ENDING <AT> ([End | MINVALUE | MAXVALUE] ,...)

  <INCLUSIVE | EXCLUSIVE>

     <IN [ TSName]>

     <INDEX IN [ IndexTSName]>

     <LONG IN [LongTSName]>

     ,... )

where:

�	 ColumnName: Identifies one or more columns (up to 16) by 
name, whose values are used to determine which data partition a 
particular row is to be stored in. (The group of columns specified 
make up the partitioning key for the table—see sidebar, “Choosing 
a table partitioning key.”) No column with a data type that is a 
LONG VARCHAR, LONG VARGRAPHIC, BLOB, CLOB, DBCLOB, XML, a 
distinct type based on any of these data types, or a structured data 
type can be used as part of a data partitioning key.

�	 PartitionName: Identifies the unique name to be assigned to 
the data partition to be created.

�	 Start: Specifies the low end of the range for each data partition.

�	 End: Specifies the high end of the range for each data partition.

�	 Constant: Specifies the width of each data-partition range when the 
automatically generated form of the syntax is used. Data partitions 

will be created starting at the STARTING FROM value and will contain this 
number of values in the range. This form of the syntax is supported 
only if the partitioning key is made up of a single column that has 
been assigned a numeric, date, time, or time stamp data type.

�	 DurationLabel: Identifies the duration that is associated with 
the Constant value specified if the partitioning key column has 
been assigned a date, time, or time stamp data type. The following 
values are valid for this parameter: YEAR, YEARS, MONTH, MONTHS, DAY, 
DAYS, HOUR, HOURS, MINUTE, MINUTES, SECOND, SECONDS, MICROSECOND, 
and MICROSECONDS.

�	 TSName: Identifies the table space in which each data partition 
is to be stored.

�	 IndexTSName: Identifies the table space in which the 
partitioned index for each data partition is to be stored.

�	 LongTSName: Identifies the table space in which the values of 
any long columns are to be stored.

Note: Parameters shown in angle brackets (< >) are optional; param-
eters or options shown in normal brackets ([ ]) are required and must 
be provided; a comma followed by ellipses (...) indicates that the 
preceding parameter can be repeated multiple times.

Thus, if you wanted to create a table named SALES and partition 
it such that each quarter’s data is stored in a different partition and 
each partition resides in a different table space, you could do so by 
executing a CREATE TABLE statement like this:

CREATE TABLE sales

    (sales_date	 DATE,

     sales_amt	 NUMERIC(5,2))

    IN tbsp0, tbsp1, tbsp2, tbsp3

    PARTITION BY RANGE (sales_date)

          (STARTING ‘1/1/2010’ ENDING ‘12/31/2010’

           EVERY 3 MONTHS)

 
Choosing an effective table partitioning key column is essential 

to taking advantage of the benefits of table partitioning. The most 

effective table partitioning key column(s) are columns that provide 

advantages in partition elimination. For example, if you normally 

query a table for records on the basis of date, partition the table 

on a date or time column.

Similarly, if you want to remove or archive portions of a table’s 

data over time, partition the table according to the way you plan to 

archive records. For example, if you want to archive any data that 

is more than three years old, partition the table by week, month, or 

quarter so that you can roll out an old partition at the end of each 

week, month, or quarter, respectively.

Choosing a table partitioning key
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Figure 1 illustrates how the resulting table would look.

Figure 1:  Data stored in a simple partitioned table.
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On the other hand, if you wanted to create a table named 
INVENTORY and partition it such that rows with item numbers that 
fall in the range of 1 to 100 are stored in one partition that resides 
in one table space, rows with numerical values that fall in the range 
of 101 to 200 are stored in another partition that resides in another 
table space, and so on, you could do so by executing an SQL state-
ment that looks like this:

CREATE TABLE inventory

    ( item_no	 INT,

     desc	 VARCHAR(20))

PARTITION BY ( item_no NULLS FIRST )

(PARTITION	 PRODUCE	 STARTING MINVALUE	 ENDING 100 IN tbsp0, 

 PARTITION	 DAIRY	 STARTING	 101	 ENDING 200 IN tbsp1, 

 PARTITION	 BAKERY	 STARTING	 201	 ENDING 300 IN tbsp2, 

 PARTITION	 MEAT	 STARTING	 301	 ENDING 400 IN tbsp3)

In this case, rows with an ITEM_NO value from 1 to 100 will be 
stored in a partition named PRODUCE (whose data is written to table 
space TBSP0), rows with an ITEM_NO value from 101 to 200 will be 
stored in a partition named DAIRY (whose data is written to table 
space TBSP1), and so on; rows with a NULL value for ITEM_NO will be 
stored in the PRODUCE partition.

It is important to note that when the NULLS FIRST option is specified, 
the first partition must start at MINVALUE. (Likewise, if the NULLS LAST 
option is used, the last partition must end with MAXVALUE.) Otherwise, 

an attempt to insert a record with a NULL value for the partitioning key 
will result in a “data out of bounds” error. Additionally, each partition 
can have its data, index, and long data in separate table spaces. If you 
don’t specify an index or long table space, partitioned indexes and long 
column data will go in the same table space as the data.

By default, range boundaries are inclusive. To prevent specific 
records from being stored in a particular partition, you can create 
ranges using the EXCLUSIVE option. For example:

CREATE TABLE sales

    (sales_date     DATE,

     sales_amt      NUMERIC(5,2))

IN tbsp0, tbsp1, tbsp2, tbsp3

PARTITION BY RANGE (sales_date) 

(STARTING	 ‘1/1/2010’	 ENDING	 ‘3/31/2010’	 EXCLUSIVE, 

 STARTING	 ‘3/31/2010’	 ENDING	 ‘6/30/2010’	 EXCLUSIVE, 

 STARTING	 ‘6/30/2010’	 ENDING	 ‘9/30/2010’	 EXCLUSIVE, 

 STARTING	 ‘9/30/2010’	 ENDING	 ‘12/31/2010’)

In this example, a record with a sales date of 3/31/2010 won’t 
be stored in table space TBSP0. Instead, it will be stored in table 
space TBSP1.

When you insert a row into a partitioned table, it is automatically 
placed into the appropriate data partition based on its key value and the 
range it falls within. If the key value falls outside of all defined ranges for 
the table, the insert will fail and an error will be generated.

Easy roll-in and roll-out of data
Another advantage of using partitioned tables is that new data can be 
easily added to a table (as another data partition) while old or obsolete 
data can be easily removed and archived. In my next column, I’ll walk 
you through the process of adding (rolling in) and removing (rolling out) 
data partitions. I’ll also show you how enhancements made in DB2 9.7 
make the process of rolling data partitions in and out much faster and 
less disruptive. 
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In my two previous columns, I wrote about 
unnecessary SQL and gave examples of SQL 
that is executed far too many times and SQL 
that should be replaced with newer, better-
performing SQL. In this column, I will tell 
you about more situations where SQL can be 
deferred, combined, or avoided completely, 
all with the goal of reducing conversations 
with DB2.

Three steps to remove  
unnecessary re-reads
Screen-display applications are notorious 
for unnecessary re-reads. We read to get an 
image to display; the user changes values on 
the screen and hits a function key to update; 
the program again takes control and re-reads 
the row (usually this time with a CURSOR 
using FOR UPDATE OF). After the FETCH, the 
program does “before and after” checking to 
see if anything on the row was changed by a 
different user while our user was staring at 
the screen display. 

If the row is the same as the originally 
displayed row, our user’s UPDATE is done. If any 
column on the row has changed, the appro-
priate information/error is provided to the 
user on the returned display.

The solution for this unnecessary SQL 
problem is to use an “optimistic locking” tech-
nique. We are confident that most, if not all, of 
the time, our row will not change during the 

screen display. Our UPDATE glass is half full, not 
half empty. Therefore, we will do our UPDATE 

without re-reading the row. But we are neither 
foolish nor stupid; we will use a tried-and-true 
technique to ensure that our UPDATE is done to 
an unchanged row: we include in our WHERE 
clause one or more predicates that test for 
change. We have many options to use to test 
for change, some allowing more throughput 
than others. For example, we can:

1.		 Design our table to include a DB2- 
maintained ROW UPDATE TIMESTAMP (new 
in DB2 9), and include a predicate in our 
WHERE clause to check that column to see 
if its value is the same as the originally 
read column value.

2.		 Compare a user-maintained last-update 
timestamp to its original value (and reset 
that timestamp in our SET clause) to make 
sure that nothing on the row has changed 
since we received our image of the row. 

3.		 Include WHERE clause predicates for every 
column on the row to see if each column 
value is the same as its original value.

4.		 Include WHERE clause predicates for only 
the columns that are important and 
relevant to us. We definitely want to 
make sure that the row still qualifies, and 
we may want to verify that columns we 
selected have not changed.
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Major changes to improve performance
Say you have an index on TRANDATE , PROCESS-DATE , and CUSTNO. You 
want to FETCH rows and write to a report all rows that will be deleted 
if they are: older than three months, inactive, and have a CUSTNO in a 
list found in your program’s working storage. 

You can:

Declare Cursor csr-delete-old-rows for

	 Select ponbr, custno, trandate, process-date

	 From bigtable

	 Where trandate < current date – 3 months

	 And status = :hv-inactive
 

Open csr-delete-old-rows

 

Fetch csr-delete-old-rows into

	 :hvponbr, :hvcustno, :hvtrandate, :hvprocess-date

Write to a repor t

Delete from bigtable

	 Where current of csr-delete-old-rows

If there are 3,000 index rows pointing to table rows that have a TRANDATE 
older than three months, but only 500 of those 3,000 table rows have a 
STATUS that is “inactive,” then the worst-case scenario is that you will:

1.		 CONNECT to DB2 once for the OPEN to do CURSOR setup

2.		 CONNECT to DB2 for each FETCH. Then, for each of the 3,000 connects:

a. �Do multiple GET PAGE requests for the pages in the multi-level 
index tree

b. Read an average of six index entries

c. �For each of the six index RIDs, do a GET PAGE request to the table, 
followed by a potential synchronous wait on I/O

d. �After the GET PAGE requests (and read I/Os) to the table, apply the 
STATUS predicate to the six table rows, reject five and accept one

3.		 Return a row to the program

4.		 Of the 500 qualified rows, only 25 of the CUSTNOs are in the 
working storage list (I call conditions that reject rows in your 
program after the return from DB2 “Stage 3 predicates”—and 
Stage 3 predicates are far worse than Stage 2 predicates)  

5.		 CONNECT to DB2 again for each fully qualified row, this time to do 
the DELETE (25 connects) 

6.		 Repeat 24 times for a grand total of 528 CONNECTs and way too 
many GET PAGEs to both the index and the table

Now what can we do to reduce the number of conversations in this 
situation? I suggest four improvements (you will remember the 
advice in step 2 from the last column: www.ibmdmmagazinedigital.
com/dmmagazine/issue_2_2010/?folio=44#pg46):

1.		  If feasible, add STATUS to the index to make the qualification index-only 

2.		 Change the CURSOR to use ROWSET POSITIONING to read more 
than one row at a time

3.		 Use SELECT FROM DELETE to see the rows

4.		 Get rid of the STAGE 3 disqualification (the program check of 
CUSTNO) by INSERTing the numbers into a CREATED GLOBAL 

TEMPORARY TABLE (e.g., CTT_CUST) and by using that temporary 
table in your SQL

Declare Cursor csr-select-and-delete-old-rows

	 With rowset positioning

	 For 

	 Select ponbr, custno, trandate, process-date

	 From final_table

	 (Delete from bigtable

	  Where trandate < current date – 3 months

	 And status = :hv-inactive 

	 And custno in (select custno from ct t_cust) 

Open csr-select-and-delete-old-rows

(One CONNECT)

Fetch rowset from final_table

For 100 rows into

:hvponbr-array, :hvcustno-array, :hvtrandate-array, :hvprocess-date-array

(One CONNECT with a +100 SQLCODE returned for row 26)

Close csr-select-and-delete-old-rows

(One CONNECT)

The new best-case scenario is that you will:

1.		 CONNECT to DB2 once for the OPEN to do CURSOR setup

2.		 CONNECT to DB2 for the one FETCH and 

		  a. Do GET PAGE requests for the pages in the index tree

		  b. �Read 25 index entries, fully qualifying the rows before reading 	
the table

		  c. �For each of the 25 RIDs, do a GET PAGE request to the table (if we 
are lucky and some of our rows share the same pages, we will do 
fewer GET PAGEs)

		  d. For each GET PAGE we may have to do a READ I /O 
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		  e. As each row is found, DELETE it 

		  f. Insert the SELECTed columns of each row into final_table

		  g. Return 25 rows to the program

3.		 Write to the report:

Close csr-select-and-delete-old-rows

(One CONNECT)

Leveraging the preceeding four techniques reduced the conversations 
from 528 to 3 while lowering the number of table GET PAGE requests 
from 3,000 to at most 25.

Eliminating Stage 3
I’d like to elaborate on the fourth suggested improvement (Get rid 
of the STAGE 3 disqualification). One of the most common coding 
missteps I see as a consultant is the practice of validating and 
rejecting rows in the program instead of in DB2.

These STAGE 3 predicates, especially those that reject a majority 
of the rows, are usually the result of old VSAM logic that did not utilize 
a WHERE clause. Back then, we used keyed reads and then applied 
program-coded IF/ THEN/ELSE logic to the records. IF/ THEN/ELSE logic 

is fertile ground for figuring out how to use WHERE clause predicates so 
rows can be rejected sooner in DB2’s address space. 

This is your conscience speaking
I wrote this three-part series to emphasize the importance of totally 
eliminating or deferring—until the very last moment—conversations 
with DB2. In the future, as you code each SQL statement, I hope a 
little Bonnie will be sitting on your shoulder, shaking my finger and 
asking, “Is this necessary? Can you do this read/maintenance to more 
than one row at a time? Can you defer this SQL to a later time, until 
you are absolutely sure that it needs to be done?” 
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My last column discussed why and how we use 
dimensional modeling to organize the data in 
a data warehouse. To briefly reiterate, the goal 
of a data warehouse is to give users fast access 
to data so they can make better business deci-
sions, and to give them a separate area to run 
queries and to play with data that doesn’t 
affect the operational database. Dimensional 
modeling helps us optimize our warehouse 
data for queries and analysis.

A dimensional model has three key parts: 
the fact tables, the dimension tables, and the 
summary tables. We have already covered fact 
tables, so in this column we will look at how 
to design dimension tables.

Dimension tables: An introduction
A fact table contains things that you measure 
and record—typically numbers. A dimension 
table contains descriptive information about 
facts. A dimension table should contain no 
facts, only metadata. If a billing system fact 
table contains item quantity, amount paid, 
and amount due, its related dimension 
tables might include product information, 
customer information, and time or date 
information. Include as much descriptive 
information as possible! Useful dimensions 
have data that describes the who, when, 
where, what, and why of your facts.

Dimension hierarchies
One of the most important design decisions 
you face is how to capture hierarchy infor-
mation in a dimension table. Hierarchies are 
the logical structures that an organization 
creates to describe relationships among its 
data. For example, a product may belong 
to a product group, which then belongs to 
a brand, which then belongs to a division. 
A geographical hierarchy for a customer 
record may start at the street address and 
go up through the town, state, zip code, and 
country. Or, the dimension table may need to 
account for data from a geographic informa-
tion system (GIS).

Business users often analyze data by 
comparing facts summarized at different 
levels of a hierarchy. Dimension table design 
is an essential part of enabling users to move 
easily through the data, drilling in and out to 
see what is going on at different levels.

Organizations often categorize their data 
in several ways, so you may need to account 
for multiple independent hierarchies. For 
example, if you have two ways of rolling up 
products, then you need to support both 
hierarchies in the dimension tables (see 
Table 1). I once worked with an organization 
that had independent offices that reported 
to regional offices. However, not every state 
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had regional offices. Because the organization needed to be able to 
analyze data by region and state, we had to support two hierarchies—
states that had regional offices, and states that didn’t—in our dimen-
sion tables. There are no magic shortcuts to designing dimension 
hierarchies; it requires working with your business users and under-
standing their data. A whiteboard and a group meeting are the best 
tools for this process. 

Not all dimensions will come from your source systems. You may 
purchase some dimension data, such as customer demographic data, 
from external suppliers, and some you may need to add manually. 
For example, most data warehouses have a time dimension, but this 
almost always must be created independently. For nearly every data 
warehouse system I build, I start with a spreadsheet and enter days 
for the next 10–20 years and the past 10–20 years, depending on how 
far back data will be loaded. I then add time periods such as the day 
of the week, holidays, fiscal periods, and seasons, building a hierarchy 
so people can slice and dice the data easily by time periods.  

Changing data in dimension tables
As you’re designing your dimension table, you need to plan for 
changing dimensional data. When a product name changes, do you 
show the name of the product when it was sold or the new product 
name? When a customer moves, do you show their address at the 
time they bought the product or their current address?

There are three established methods of dealing with changing 
dimensions. First, you can simply overwrite the data: your data will 
always be current, but you lose historical context. 

The second method is to insert a new record for each change. This 
gives you a more accurate picture, but you must relate the old and the 
new records. One compromise method I have used is to insert a new 
record for a change only once a year or at specific time periods. Add a 
date field to both your dimension and fact tables when you do this, so 
you can see what they look like at the end of a chosen time period. 

The third method is to add a field to the dimension table that 
captures old values. This method requires a schema alteration every 
time a record changes, because you’re going to be adding one new 
field for each change. To capture previous values, some sites add three 
or four fields when they build the dimension table. This field-adding 
method works best for data that’s only likely to change once or twice—
such as a last name. 

Design tips and techniques 
Here are a few things to remember when creating dimension tables:

�	 A dimension table needs a generalized key as the primary key 
data; this becomes the foreign key in the fact table. Informix 
serial numbers work really well as generalized keys, and I am a 
fan of using a serial number column on all dimension tables. 

�	 You may have good descriptive information (such as notes or 

Data Warehouse

comments) about a transaction that you do not want to lose, 
but that isn’t useful for analyzing the transaction data. Putting 
the descriptive information in the fact table will increase the 
table size and slow down queries. Instead, create a transaction 
dimension table with one record for each record in the fact table. 
That way, you can access the data and keep it out of the way.

�	 As you are building your data warehouse, think about which 
dimensions can be reused in other data warehouses. These are 
called conforming dimensions, and they are an early step to 
building an enterprise data warehouse. 

�	 Generally speaking, a dimension table should be denormalized 
and flat, with as many columns as needed. Don’t worry about 
disk savings here: performance and ease of use are your main 
concerns.

Another design approach is a snowflake dimension, in which you 
normalize the dimensions to create dimension tables that link to other 
dimension tables. Most of the time, they just cause problems for people 
doing queries. One advantage of the snowflake dimension is the space 
savings, because you normalize your dimension tables. The disadvan-
tage is that there are more tables to join in building a query, and users are 
less likely to use them. The simpler it is for end users to build a query, the 
more they will use your data warehouse, and the more business benefit 
it will provide.

Next up: Avoid the data garbage dump
In my next column, we will look at summary tables. Summary tables 
are required in a data warehouse for fast query processing and to 
allow users to drill up and down into the facts. They can make the 
difference between a successful data warehouse and a “data garbage 
dump,” where gigabytes of data are stored but unusable. 

Table 1:  This dimension table defines two hierarchies: product and market.

Product dimension fi elds Comments

product_id Primary key generated by data warehouse

product_code Business users’ primary key: product 

hierarchy level 1 and market hierarchy 

level 1

description Description

manufacture Metadata

version Metadata

product_group Product hierarchy level 2

brand Product hierarchy level 3

division Product hierarchy level 4

target_market Market hierarchy level 2

market_sector Market hierarchy level 3

market_sector_group Market hierarchy level 4
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Delivering social services 

Much of the time, data management work is all about 
schemas and SQL, or TCO and ROI. For casework-
ers at California’s Alameda County Social Services 

Agency (Alameda SSA), however, the ability to work with data 
effectively means more than just another percentage point on 
the revenue line. The agency delivers services and assistance that 
help people get back on their feet—a helping hand that’s in de-
mand now more than ever. 

But with state and federal budgets pinched, qualifying for grant 
money is getting tougher. For example, under California’s Deficit 
Reduction Act, the work participation rate (WPR) of welfare re-
cipients must be at 50 percent; otherwise, the welfare agency may 
face stiff fines. And to qualify for a federal Title IV-E block grant, 
agencies must generate performance metrics on a daily basis to 
prove that the allocations are creating the desired effect.

Alameda SSA leadership knew that one of the best ways to 
support its caseworkers was with up-to-date, accurate, orga-
nized information—no simple task for an agency that has more 
than 2 million active records. “We needed to give our caseworkers 
direct access to information about their cases, at the individual 
case level. We needed to give the workers the right information, 
on the spot,” says Don R. Edwards, assistant agency director for 
Alameda SSA. 

where they’re 
needed most

Smarter is…

Because Alameda SSA caseworkers handle as many as 600 
cases each, it was difficult for them to keep up with changes that 
needed immediate attention and action. Birthday notifications, 
for example, can be important: a child turning 18 could qualify his 
or her family for new benefits such as Medicaid or food stamps.

Working with IBM, Alameda SSA implemented a Social 
Services Integrated Reporting System (SSIRS). Based on IBM 
DB2, it combines IBM InfoSphere Identity Insight Solutions 
with IBM Cognos business intelligence (BI) software and an IBM 
InfoSphere Warehouse Enterprise Edition database delivered on 
a preconfigured IBM InfoSphere Balanced Warehouse D5000 to 
create a powerful data warehouse.

Alameda SSA chose DB2 in keeping with its philosophy of hav-
ing all system components provided by one vendor—in this case, 
IBM. “This gives us better integration of software and services, 
and it reduces the complexity of the project,” says Edwards. “Plus, 
DB2 is robust software that enhances our backup and recovery 
processes.”

SSIRS enables Alameda SSA to generate the data it needs to 
demonstrate it is reaching its WPR goal and to secure additional 
funding. Before the project even began, the agency secured ma-
jor funding from The Casey Foundation, a private philanthropic 
organization that was eager to see how effective a BI analytic 
data warehouse would be in improving the lives of the children 
in Alameda SSA’s care.

The DB2-based system also helps reduce waste in welfare-to-
work and child care programs; it can help Alameda SSA save up 
to US$11 million and make it possible to direct funding and re-
sources where they are needed most.

“[SSIRS is] helping us reach out to those who need us, making 
sure they don’t fall through the cracks,” says Edwards. “It’s about 
using our resources wisely and effectively to improve people’s lives, 
better than we ever could before. This system is helping us in our 
fight against poverty in Alameda County.”   

Crystal Bedell is a freelance copywriter specializing in B2B 

technologies.
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